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ABSTRACT 
 

The present research was conducted to develop and compare mustard yield prediction models 
using SPSS regression, Artificial Neural Network (ANN) and Autoregressive Moving Average 
(ARIMA) model. Mustard crop is one of the major rabi crops of India with Rajasthan as the leading 
mustard producing state. In this study, eight different weather parameters were used to develop 
mustard yield prediction model, with different yield prediction techniques. Weather and yield data 
from year 1999 to 2015 were utilised for calibration and year 2016 to 2018 for validation. Three 
different algorithms were used in ANN to predict mustard yield. Time series model (ARIMA) is 
another technique used in this study to forecast mustard yield for Udaipur district. In order to 
analyse and compare error(s) in the developed models and to compare simulated and 
actual/observed yield, different error indices like root mean square error (RMSE), standardized root 
mean square error (SRMSE), mean absolute error (MAE), mean absolute percentage error (MAPE) 
and D Index were considered. The validated results showed that, regression model spss performed 
better than other two models as the RMSE value using SPSS model was very less (0.12 to 0.14), 
also the D index value using regression model was close to 1.  
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1. INTRODUCTION 
 
Prediction of various crops like rice, wheat, 
mustard, soybean have been a foremost matter 
of concern in the field of research based on 
Agriculture meteorology. Mustard crop is the 
second most important widely cultivated oil seed 
crop grown in India after groundnut. It is a rabi 
season crop cultivated in both irrigated as well as 
rainfed conditions [1] Around 11% of the world’s 
total production of mustard seed is from India, 
holding fourth highest producer in the world. 
Rajasthan contributes around 43% of the total 
mustard seed production in India [2]. It is 
therefore important to study and do research 
regarding mustard yield prediction under local 
weather condition. Major oilseeds crops grown in 
Udaipur are mustard, soybean, sesame and 
groundnut [3].  
 
In India, mustard is generally sown in the month 
of September-October and harvested in the 
month of February-March in locations with well 
drained sandy loam soil [4]. Crop simulation 
model based on weather provides detail 
description regarding impact of weather on crop 
yield on various growth stages and plays a vital 
role in providing area specific yield forecast 
under local weather condition. Joshua et al., [5] 
also emphasized on highlighting the importance 
of evaluating the performance and accuracy of 
the developed model using different metrics like 
RMSE, MAE and MAPE.  
            
ANN model is a mathematical model which is 
comparatively complex having many connecting 
neurons for processing data. ANN model has 
three layers namely input, output and hidden 
layer having various sets of weights which is 
tuned by different algorithms. Different activation 
functions (tansig, purelin, log) present in ANN 
helps in converting the weighted inputs into the 
output activation [6]. In this study, three 
algorithms namely: Levenberg-Marquardt (LM), 
Bayesian Regularization (BR) and Scaled 
Conjugated Gradient (SCG) were used in ANN to 
predict mustard yield. Other technique used to 
predict mustard yield is by using time series 
ARIMA model. This model is important to 
forecast univariate time series data [7]. Factors 
like autoregressive (p), differencing (d) and 
moving average (q) were identified based on the 
significant spikes in partial autocorrelation 
function (PACF) and autocorrelation function 
(ACF) plots of mustard yield. This study aim to 
develop mustard yield prediction model for 
Udaipur, using three different models like SPSS, 

ANN and ARIMA. In order to analyse error(s) in 
developed models and to compare simulated and 
actual/observed yield, different error indices like 
root mean square error (RMSE), standardized 
root mean square error (SRMSE), mean absolute 
error (MAE), mean absolute percentage error 
(MAPE) and D Index were calculated. Study 
based on cause of yield reduction, yield 
prediction and risk associated with the same 
should mainly contribute the outcomes in terms 
of environment, health and socio-economic 
aspects like employment, income and economic 
growth [8].  
 

2. MATERIALS AND METHODS 
 
The present study was carried out for Udaipur 
district of Rajasthan having lat 24.5854°N and 
long 73.7125°E. The weekly weather data i.e. 
SMW 40 to 13 from 1999 to 2018 was collected 
from ICAR- Central Research Institute of Dry 
Land Agriculture (ICAR-CRIDA, AICRPAM unit) 
situated in Hyderabad. The yield data of Mustard 
for 20 years (1999 to 2018) was taken from 
Directorate of Economics and Statistics, 
Government of India [9].   
 

2.1 Development of Regression Model 
Using PCA Technique  

 

In a large dataset, in order to reduce the 
dimensionality of the variables in an interpretable 
way PCA technique is used since long time. The 
main idea of Principle component analysis is to 
reduce the dimensionality of a dataset, while 
preserving as much ‘variability’ (i.e. statistical 
information) as possible. This technique has 
sometimes been reinvented, in many different 
disciplines. It is a statistical technique and hence 
much of its development has been by 
statisticians. This means that ‘preserving as 
much variability as possible’ translates into 
finding new variables that are linear functions of 
those in the original dataset that successively 
maximize variance and that are uncorrelated with 
each other. Finding such new variables, the 
principal components scores (PCs), gives the 
variation details in the form of an 
eigenvalue/eigenvector problem [10]. In this 
study, PCA technique was undertaken to find the 
PC scores using dimension reduction and factor 
analysis method. In the current study, weekly 
weather data of 17 years (1999-2015) i.e. from 
SMW 40 to SMW 13 has been taken to develop 
the mustard yield forecast model and weekly 
weather data of same SMWs were taken to 
validate the model from 2016 to 2018. Therefore 
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the PCA technique has been employed to 
determine the most prominent variables, which 
are then used in multiple regression analysis for 
development of yield forecasting models of 
Mustard crop. Different steps involved in PCA 
method is described in Fig. 1, where 19 
components were extracted as Principle 
components and therefore principle components 
scores or PC scores from PC1 to PC19 were 
calculated for 20 years (1999 to 2018).  
 
Scree plot data obtained after PCA also indicated 
that out of all the components, 19 components 
are responsible for creating variation of 99.36% 
in mustard yield. Therefore, out of total 208 
components in PCA, we used only 19 PC scores 
and the variability of those 19 PC score was 
99.36%. After computation of those 19 PC 
scores (PC1 to PC19) along with de-trended 
yield were taken as independent variables and 
actual yield of mustard was taken as dependent 
variable in SPSS. In this study, 26 weeks 
weather variable is used therefore, the multi-
linear equation to develop model as below in 
equation 1: 

                             (1) 
 

Where,  
 

Y is dependent variable, β1 β2 βn are 
coefficients 
β0 is constant and x1 x2 xn are the 
independent variables  

 
2.2 Artificial Neural Network 
 
ANN model consist of input, hidden and out 
layers which are connected with weights. Hidden 
layer consist of different algorithms which are 
trained to get the predicted value or output with 
the help of activation function. Weather data for 
training or calibration (from year 1999 to 2015), 
validation (2015 to 2018) and yield or target data 
was imported in workspace window of ANN as 
input data. In Hidden layer, network was created 
using feed forward backdrop network type, tansig 
activation function and three different algorithms 
like Levenberg-Marquardt (LM), Bayesian 
Regularization (BR) and Scaled Conjugated 
Gradient (SCG).  In this layer, all the raw data 
received from input layer is processed with the 

 
 

Fig. 1. Principle component analysis in SPSS 



 
 
 
 

Mishra et al.; IJECC, 12(11): 475-485, 2022; Article no.IJECC.89215 
 
 

 
478 

 

help of interconnecting nodes using above 
mentioned algorithms and activation transfer 
function like tansig.  Each node accepts the data 
from the previous node and therefore, calculates 
the sum of all the weighted inputs which is given 
in equation 2: 
 

Y= ∑ xw + Af                                              (2) 
 

Where  
 

Y is the predicted output or yield 
X is the input, w is the weights and  
Af  is the activation function 

 

Training process or simulation is continued in the 
neural network training window till any of the 
progress values like number of iterations, 
validation checks, performance and gradient 
value reach the maximum limit. As soon as the 
training progress completes, correlation 
coefficients, validation plots was generated at 
different epochs which determines the 
performance of ANN trained model on the basis 
of mean squared error (MSE) and coefficient of 
correlation. After completion of training and 
validation in hidden layer, output as predicted 
yield was computed and exported in the data 
manager window of ANN which is then 
transferred in the output window or the output 
layer of ANN. 
 
ANN model has various nodes in the form of 
weights which transfers the raw input and the 
target data to get the forecast. In this study, 
weather variables were imported in the input 
layer and actual mustard yield were taken as the 
target data to achieve the goal of developing 
mustard yield prediction model using ANN. Three 
different algorithms namely Levenberg-
Marquardt (LM), Bayesian Regularization (BR) 
and Scaled Conjugated Gradient (SCG) and 
tansig activation function were taken in the 
hidden layer to predict mustard yield. Weather 
and mustard yield data from harvesting year 
1999 to 2015 was taken for training or calibration 
and from year 2016 to 2018 for validation. Study 
conducted by Amaratunga et al., [11] also used 
ANN model to predict paddy yield using different 
training algorithms.  
 

2.3 Forecasting Model Using ARIMA 
 
As ARIMA model is a univariate time series 
model, therefore in this study, mustard yield data 
of 20 years (1999 to 2018) was used for analysis. 
To evaluate the value of p and q, it is important 
to analyse the auto-correlation factor (ACF) and 

partial auto correlation factor (PACF) graphs 
which is generated after performing the 
differencing process and making the data 
stationary. ACF graph plot gives the description 
regarding the number of significant spikes of data 
for moving average (MA) model and is denoted 
as q. Whereas, partial autocorrelation (PACF) 
graph indicates number of significant spikes for 
auto regressive (AR) model denoted as p at 
different lag intervals. Hence, ARIMA (p,d,q) 
values was observed and analysed to develop 
model and forecast yield from 1999 to 2018. 
Yield data from 1999 to 2015 was used for 
calibration to forecast yield from year 2016 to 
2018. In model summary of ARIMA, statistical 
details regarding stationary R square, root mean 
square error (RMSE), mean absolute error 
(MAE), mean absolute percentage error (MAPE) 
and normalized bayesian information criterion 
(Bic) were also analysed. Less value of Bic 
indicates better performance of model developed 
by ARIMA technique.  
 
Performance of models: The performance of the 
developed model using all the three techniques 
(regression, ANN and ARIMA) was evaluated oe 
tested using different error indices like root mean 
square error (RMSE), normalised root mean 
square error (NRMSE), mean absolute error 
(MAE), mean absolute percentage error (MAPE) 
and D Index using following formulae:  
 

  
 

NRMSE = 
    

                                         
 

 

     
        

 
  

 

       
 

 
   

        

      
      

 

    
 
Where Si is simulated, P is predicted yield, Oi 
is actual yield and n is the number of 
observation 
 

3. RESULTS AND DISCUSSION 
 

As mustard is one of the important oilseed crops 
of India which is grown mainly in rabi season, 
therefore research based on its cultivation, crop-
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weather correlation, yield forecast, net sown 
area, decision making to avoid yield loss, market 
value has a great significance. This study has 
highlighted on developing models to predict 
mustard yield of the study area using three 
different modeling techniques like multiple 
regression (SPSS), artificial neural network 
(ANN) and autoregressive integrated moving 
average model (ARIMA).  
 
Development of Regression model using 
SPSS: Stepwise multiple regression technique 
was used to develop model for prediction of 
mustard yield for Udaipur using different weather 
parameters. From the scree plot graph in Fig. 2, 
it was observed that the arm of the data with 
eigen values become flat after component 
number 19. This indicates that total number of 
principle component was 19 and thus the PC 
scores computed was (PC1 to PC19). After 
principle component analysis, in order to 
construct the regression model, these PC scores 

with detrended yield of mustard were used as 
independent variables and actual yield was taken 
as dependent variable to develop the regression 
model by calibration from 1999 to 2015. 
 
Table 1 shows the constant and the coefficient 
values received after multiple regression analysis 
in spss to predict mustard yield. Three models 
were formed in regression model during 
calibration where PC scores (PC3 and PC15) 
has significance in mustard yield forecast along 
with the detrended yield. The constant and the 
coefficient values obtained in Table 1 after 
calibration was incorporated in multiple 
regression equation (1) to develop model for 
validation for the next three years from year 
(2016 to 2018) and therefore model was 
developed and mustard yield was predicted 
using SPSS from year 1999 to 2018. Predicted 
yield of mustard using regression model along 
with actual yield, dtrend, pc scores for harvest 
year 1999 to 2018 has been given in Table 2.  

 

 
 

Fig .2. Scree plot obtained from PCA in SPSS 
 

Table 1. Constant and coefficient from regression model SPSS 
 

Model B Std. Error 

1 (Constant) 10.383 .017 
Dtrend 1.000 .010 

2 (Constant) 10.386 .013 
Dtrend 1.000 .007 
PC3 -.013 .004 

3 (Constant) 10.382 .010 
Dtrend 1.000 .006 
PC3 -.013 .003 
PC15 .022 .007 
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Table 2. Actual yield, pc scores, dtrend and predicted yield from SPSS regression model 
 

 PC Scores Predicted yield (q/ha) 

Harvested 
Year 

Actual yield 
(q/ha) 

dtrend PC3 PC15 Model 1 Model 2 Model 3 

1999 9.62 -0.65 -2.09 -2.19 9.73 9.76 9.71 
2000 9.59 -0.70 4.39 -1.09 9.68 9.63 9.60 
2001 9.28 -1.02 2.91 -3.25 9.37 9.33 9.26 
2002 10.56 0.25 6.89 1.22 10.63 10.54 10.57 
2003 9.73 -0.60 3.92 0.94 9.78 9.73 9.75 
2004 13.06 2.72 3.27 -0.67 13.10 13.06 13.05 
2005 11.29 0.93 1.18 0.97 11.32 11.31 11.32 
2006 11.99 1.62 1.45 0.17 12.00 11.99 11.99 
2007 9.1 -1.28 1.70 -0.36 9.10 9.08 9.07 
2008 10.1 -0.30 -2.90 0.48 10.09 10.13 10.13 
2009 8.18 -2.23 2.43 3.63 8.16 8.13 8.20 
2010 8.91 -1.51 -0.27 -0.59 8.87 8.88 8.86 
2011 15.6 5.16 -1.58 0.67 15.54 15.57 15.58 
2012 10.01 -0.44 -7.43 0.23 9.94 10.04 10.04 
2013 10.15 -0.31 -4.21 1.07 10.07 10.13 10.14 
2014 10.48 0.00 -3.62 0.98 10.38 10.43 10.45 
2015 8.87 -1.62 -2.74 0.45 8.76 8.80 8.80 
2016 7.93 -2.57 -0.78 -2.47 7.81 7.83 7.77 
2017 9.86 -0.66 -1.65 -1.83 9.72 9.75 9.70 
2018          9.39 -1.14 -0.89 1.63 9.25 9.26 9.29 

 
Artificial Neural Network: Algorithm having the 
coefficient of correlation value close to 1 and 
lowest value of mean square error (MSE) and 
number of epochs is considered best for yield 
prediction from ANN model. Table 3 and Figs. 3 
to 5 shows that the coefficient of correlation (R) 
between weather variables and mustard yield 
using SCG algorithm shows better result as the 
R value using SCG algorithm varies from 0.86 to 
0.91 which is close to 1. Table 4 shows the 
validation performance of SCG was better than 
LM and BR algorithm as the mean square error 
(0.005303) and epoch value (0) using SCG was 
less.  
 
A similar kind of study was conducted by 
Amaratunga et al., [11] using three different 
algorithms (LM, BR and SCG) of ANN model 
taken to predict paddy yield at different locations 
of Sri Lanka. The results showed that LM 
algorithm outperformed the other two algorithms 
and gave the better results with correlation 
coefficient closer to 1, less epoch value and 
mean square error. However, with reference to 
the number of epochs, both LM and SCG have 
performed well but overall LM algorithm gave the 
best prediction for paddy.  
 

Development of yield prediction model using 
ARIMA: In Fig. 6, PACF graph shows that two 
spikes at lag 1 and 2 are significant, therefore ‘p’ 

value identified from the PACF (autoregressive) 
graph was 2. Similarly in Fig. 7, ACF graph 
shows only one significant spikes at lag 1, which 
denotes that the ‘q’ value identified from ACF 
(moving average) graph was 1. Difference of 2 
level is considered ideal for making the mustard 
yield data stationary. Therefore, the final 
evaluated p,d,q value was ARIMA (2,2,1). The 
same model has been used for calibration (1999 
to 2015) as well as validation (2016 to 2018).  
Fig. 8 shows the graph obtained in ARIMA model 
showing actual and forecasted mustard yield. 
Summary of model statistics obtained from 
ARIMA model in shown in Table 5, where mean 
absolute percentage error was 15.87 % with 
stationary R square value to be 0.727. Less 
normalized BIC value indicates good 
performance of ARIMA model.  
 

Performance Evaluation of Models Using 
Different Error Indices: The ranking of the yield 
predicting models on the basis of different error 
indices has been shown in Table 6, for Udaipur. 
Inter-comparison was performed using different 
formula of statistical indices for evaluating the 
performance of models to predict mustard yield. 
It has been observed that the regression model 
(SPSS) has the least error value in all the 
statistical indices (RMSE, NRMSE, MAPE, MAE) 
as compared to other two models. According to 
statistical error indices, Table 6 shows that SPSS 
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regression model has the least RMSE value 
which is 0.1. Also as far as error percentage is 
concern, unlike ANN and ARIMA model, SPSS 
regression model showed very less error 
percentage (1.3 to 1.6%) whereas ANN model 
has 12 to 48% error and ARIMA model has 
shown 8.4% error in predicting mustard yield. D 
Index value varies from 0 to 1. For best 

performance of model, the D Index value should 
be close to 1. As shown in Table 6, D index value 
of SPSS is close to 1 (0.99) whereas that of ANN 
(0.1 to 0.4) and ARIMA (0.3) which is nowhere 
close to 1, this clearly indicated that the 
performance of SPSS model was far better than 
ANN and ARIMA model to predict mustard yield 
for Udaipur region.  

 
Table 3. Correlation coefficient values using three different algorithms in ANN model in 

calibration 
 

 Correlation coefficient 

Study area ANN Algorithms Training Validation Testing All 

Udaipur LM 0.6368 0.99619 0.85335 0.6757 
 BR 0.88174 0.80956 0.78461 0.80666 
 SCG 0.91431 0.86706 0.9476 0.8979 

 

 
 

Fig. 3. Regression training output from LM Algorithm in ANN 
‘ 

Table 4. Validation performance of predicted yield using ANN model 
 

Study area ANN Algorithms MSE 

Udaipur LM 0.19344 
 BR 2.5789 
 SCG 0.005303 
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Fig. 4. Regression training output from BR Algorithm in ANN 
 

 
 

Fig. 5. Regression training output from SCG Algorithm in ANN 
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Fig. 6. PACF graph from ARIMA model showing significant spikes for autoregressive (p) value 
 

 
 

Fig. 7. ACF graph from ARIMA model showing significant spikes for moving average (q) value 
 

Table 5. Statistical values from ARIMA model 
 

ARIMA model Model Fit statistics 

Stationary R-
squared 

R-squared RMSE MAPE MAE Normalized 
BIC 

ARIMA(2,2,1) .727 -.743 2.707 15.875 1.749 2.533 

 
Also there was no over fitting of model in spss 
after performing PCA analysis, which was used 
to reduce the dimensionality of large set of 
weather variables while retaining well defined 
amount of variability in the original data to predict 
mustard yield. The principle components 

evaluated in spss have eigen values always 
more than one, thus it helps to study and analyse 
the major components responsible to predict 
crop yield and reduces the chances of 
multicollinearity in independent weather 
variables.  
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Fig. 8. Observed and forecasted mustard yield using ARIMA model 
 

Table 6. Inter-comparison of validated data of models 
 

Modeling techniques   Statistical Indices 

    RMSE NRMSE MAPE MAE D Index 

SPSS Model 1 0.137 0.015 1.51 0.137 0.9 
  Model 2 0.121 0.013 1.33 0.120 0.9 
  Model 3 0.146 0.016 1.61 0.143 0.9 

ANN LM 4.59 0.51 48.13 4.22 0.11 
  BR 1.33 0.15 12.40 1.03 0.46 
  SCG 3.98 0.44 41.28 3.66 0.13 

ARIMA ARIMA (2,2,1) 1.0085 0.1112 8.400 0.6922 0.39 

 
Similar kind of analysis was observed in study by 
Sathees Kumar and Mayur Shitap [12], where 
stepwise regression model and ARIMA time 
series model was taken to predict groundnut 
yield in Junagadh district of Gujarat using weekly 
weather data. The results showed that stepwise 
regression method gave better result than 
ARIMA model as the approach using week wise 
weather data and year wise groundnut yield data 
in stepwise regression model like SPSS helped 
to avoid the consequences due to 
multicollinearity. Whereas ARIMA model is a 
univariate model and hence does not consider 
multicollinearity problem of independent 
variables at greater extent. Also the statistical 
error values of RMSE and MAE in SPSS was 
less than ARIMA model. 
 
Aravind et al., [13] also conducted study on the 
performance evaluation for wheat yield prediction 
using PCA- stepwise multiple linear regression 
(SMLR), ANN and other techniques. The results 
showed that out of five regions of study area, in 
three regions (Ludhiana, Amritsar and IARI- New 
Delhi) the prediction of wheat using ANN during 
validation showed comparatively more error due 

to over fitting than validation results using SPSS. 
Whereas in three regions (Ludhiana, Amritsar 
and Patiala) results showed that wheat yield 
prediction during calibration with ANN model has 
more error than SPSS.  
 
On the contrary Bagheri et al., [14] conducted 
study in Iran on yield prediction of lentil using 
ANN and multiple regression model. The result in 
this study concluded that ANN model prediction 
for lentil productivity was more accurate than 
regression model.  
 

4. CONCLUSION 
 
Three different modelling techniques like SPSS, 
ANN and ARIMA was used in this study to 
develop mustard yield prediction model for 20 
years (1999 to 2018) for Udaipur district of 
Rajasthan. The main objective of this study 
aimed at developing best model to forecast 
mustard yield for Udaipur using weather 
variables like maximum and minimum 
temperature, morning and evening relative 
humidity, windspeed, rainfall, sunshine and 
evaporation. Results showed that out of all the 
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three modeling techniques employed regression 
method of developing mustard yield prediction for 
Udaipur region using SPSS was the best. Also, 
the error indices showed that SPSS technique 
has minimum error and D index value close to 
one.  
 

COMPETING INTERESTS 
 
Authors have declared that no competing 
interests exist. 
 

REFERENCES 
 
1. Shekhawat K, Rathore SS, Rathore Premi 

OP, Kandpal BK, Chauhan JS. Advances 
in Agronomic Management of Indian 
Mustard (Brassica juncea (L.) Czernj. 
Cosson): An Overview. Int. J. Agron. 
2012;1-2.  

2. Kumrawat M, Yadav M. Trends in Area, 
Production, and Yield of Mustard crop in 
Bharatpur Region of Rajasthan. IJEDR. 
2018;6(1):1-2.  

3. Meena MS. ICAR - ATARI, Jodhpur. Krishi 
Vigyan Kendra, Vidya Bhawan, Badgaon, 
Udaipur, Rajasthan, India; 2016.  

4. Singh AK, Singh H, Rai OP, Singh G, 
Singh VP, Singh NP, Singh R. Effect of 
sowing dates and varieties for higher 
productivity of Indian mustard (Brassica 
juncea L.). J. Nat. Appl. Sci. 
2017;9(2):883–887.  

5. Joshua V, Priyadharson SM, Kannadasan 
R. Exploration of Machine Learning 
Approaches for Paddy Yield Prediction in 
Eastern Part of Tamilnadu. Agronomy. 
2021;11(10):2068. 

6. Kumar Parveen, Sharma Pooja. Artificial 
Neural Networks-A Study. IJEERT. 
2014;2(2):143-148.  

7. Tripathi R, Nayak AK, Raja R, Shahid M, 
Kumar A, Mohanty S, Panda BB, Lal B, 

Gautam P. Forecasting Rice Productivity 
and Production of Odisha, India, Using 
Autoregressive Integrated Moving Average 
Models. Adv. Agric. 2014;1-9.  

8. Bernardi M, Delince J, Durand W, Zhang 
N. Crop Yield Forecasting: Methodological 
and Institutional Aspects. Food and 
Agriculture Organization of the United 
Nations, Rome. Agricultural Market 
Information System; 2016.  

9. Indian Council of Agricultural Research 
(ICAR)-Directorate of Rapeseed-Mustard 
Research (DRMR). Sewar, Bharatpur. 
Rapeseed-Mustard Varieties; 2018.  

10. Jolliffe IT, Cadima J. Principal component 
analysis: A review and recent 
developments. Phil. Trans. R. Soc. 
2016;374(2065):1-2.  

11. Amaratunga V, Wickramasinghe L, Perera 
A, Jayasinghe J, Rathnayake U. Artificial 
Neural Network to Estimate the Paddy 
Yield Prediction Using Climatic Data. 
Math. Probl. Eng. 2020;8627824.  
Available:https://doi.org/10.1155/2020/862
7824.  

12. Kumar KS, Shitap M. Statistical Evaluation 
of Stepwise Regression Method and 
Autoregressive Integrated Moving Average 
Method for Forecasting of Groundnut 
(Arachis hypogaea L.) Productivity in 
Junagadh District of Gujarat. Int. J. Curr. 
Microbiol. App. Sci. 2020;9(11):84-93.  

13. Aravind KS, Vashisth A, Krishanan P, Das 
B. Wheat yield prediction based on 
weather parameters using multiple linear, 
neural network and penalised regression 
models. J. Agrometeorol. 2022;24(1):18-
25.  

14. Bagheri A, Zargarian N, Mondani F, 
Nosratti I. Artificial neural network potential 
in yield prediction of lentil (Lens culinaris 
L.) influenced by weed interference. 
J. Plant Prot. Res. 2020;60(3):284–295.  

 

© 2022 Mishra et al.; This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited.  
 
 
 

 

Peer-review history: 
The peer review history for this paper can be accessed here: 

https://www.sdiarticle5.com/review-history/89215 

http://creativecommons.org/licenses/by/2.0

