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Abstract 

 
A family of Trigonometrically Fitted Backward Differentiation Formula (TBDF) whose coefficients 

depend on the frequency and step size for periodic initial value problems is presented. The method is 

constructed based on collocation techniques. The primary method of TBDF is obtained from its 

continuous version while the additional methods are derived from the derivative of the continuous version 

which are combined and applied in block form as simultaneous numerical integrators. The stability 

properties of the method are discussed and numerical experiments show that the TBDF is an accurate 

numerical integrator. 

 

 

Keywords: Backward differentiation formula; collocation; continuous form; frequency; periodic initial 

value problem; stability; trigonometrically-fitted. 

 

1 Introduction 

 
One of the most popular classes of multistep methods for solving Ordinary Differential Equation particularly 

stiff is the Backward Differentiation formula (BDF). This method was first used for the solution of stiff 
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problems by Curtis and Hirschfelder [1]. Over the years several variants of BDF have been developed and 

discussed in the literature (see [2]-[9]) for more details and are referenced therein. This study focuses on the 

numerical integration of the first order Initial Value Problem of the form 

 

0 0' ( , ), ( )y f x y y x y= = ,                                                                                     (1) 

 

whose solution is periodic and f  satisfies the Lipschitz condition of the existence and uniqueness of the 

solution. This problems often exist in a number of applied science such as Electronics, Chemical Kinetics, 

Theoretical Chemistry, Medical Science and Control Theory.   

 

Our goal in this paper is to adapt Backward Differentiation Formula with trigonometric coefficients to 

numerically integrate (1) in block by block fashion. There have been a number of step by step methods based 

on trigonometric polynomials  for solving (1) or systems of (1) (see [10]-[13]). Some of these methods are 

sensitive to changes in the frequencyω , some require the eigenvalues of the Jacobian to be purely imaginary 

and some are expensive to implement. To overcome these set back the block methods are proposed. The idea 

of block methods started with Milne [14], who used this idea only as a mean of generating starting values for 

predictor-corrector algorithms. Brugnano and Trigiante [15] developed the block LMM into methods for 

solving IVPs. Block methods contain two parts viz: main and complementary methods [16]. Some of the 

advantages of block methods include but not limited to permission of easy change of step length [17], self-

starting and thus avoiding the use of other method(s) to get the starting solution, overcoming the overlapping 

of pieces of solution and obtaining numerical solution at more than one point at a time [18]. 

 

2 Construction of TBDF 

 
This section discusses the procedure for the construction of Trigonometrically-Fitted Backward 

Differentiation Formula (TBDF) with one main method and ( 1)k −  additional methods for 2(1)4k = . The 

k − step TBDF has the form 

 

0

( ) ( )
k

j n j k n k
j

u y h u fα β+ +
=

=∑ ,                                                                        (2) 

 

Where ,u hω ω=  is frequency, jα and kβ  which depends on frequency and step size are parameters to be 

determined distinctively. Also, n jy +  is the numerical approximation to exact solution ( )n jy x +   and 

( , )n k n k n kf f x y+ + += . We first obtain the continuous approximation for TBDF via multistep collocation 

technique with the assumption that the exact solution ( )y x   is approximated on the interval [ ]0 , nx x   by 

the interpolating function ( )xΓ   given by 

 
1

0

( ) ( , ) ( , )
k

j n j k n k

j

x x u y h x u fτ α β
−

+ +
=

= +∑ .                                      (3) 

 

We demand that the following conditions be imposed on equation (3) 

 

( ) , 0(1)( 1)n j n jx y j k+ +Γ = = − ,                                                                        (4) 

 

 
' ( ) ,

n jx x n jx f j k
+= +Γ = = .                                                                                             (5) 
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Equations (4) and (5) lead to a system of ( 1)k + equations which in this paper is solved using Maple 

2016.2. The exploration of CAS becomes necessary because the derivation by hand becomes more difficult 

for 2k ≥  . The continuous form of TBDF is obtained by substituting the values of , 0(1)ja j k=  into 

equation (3). After some algebraic manipulations, the continuous TBDF is expressed as  

 
1

0

( ) ( , ) ( , )
k

j n j k n k

j

x x u y h x u fτ α β
−

+ +
=

= +∑ .                                                   (6) 

 

Differentiating equation (6) with respect to x , to obtain  

 
1

'

,1 ,1

0

1
( ) ( , ) ( , )

k

j n j k n j

j

x x u y x u f
h

τ α β
−

− +
=

= +∑ .                                                                  (7) 

 

The primary method of TBDF is obtained by evaluating equation (6) at n kx x +=   while the ( 1)k −  

additional methods are obtained by evaluating equation (7) at  , 1,2,3...( 1)n jx x j k+= = −  We emphasis 

that the coefficients of equations (6) and (7) are in trigonometric form. To avoid the substantial cancellations 

which might occur when h is small, the use of the power series expansion of the parameters is preferable 

[19]. The coefficients and the power series expansions of the primary method and additional methods of 

TBDF up to
8

( )O u  are as listed. 

 

For 2k =   
 

 

 

 

 
 

For 3k =   
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For 4k =   
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It is interesting to note that as 0,u → method based on polynomial basis is recovered. For TBDF, as

0,u →  classical Backward Differentiation Formula are recovered for 2(1)4.k =   

 

3 Analysis of TBDF 

 
Following Fatunla [20], the TBDF is represented in a block matrix form as  

 

1 1( ) ( ) ( ) ( )w w w wA I Y B I Y h C I F h D I F+ +⊗ = ⊗ + ⊗ + ⊗ ,                                     (9) 

 

where  
1 1 2 1 1 1 2( , ,..., ) , ( ,..., , ) , ( , ,..., )

T T T

w n n n k w n k n n w n n n kY y y y Y y y y F f f f+ + + + − + − + + += = =  , 
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1 1 1( ,..., , ) ,
T

w n k n n kF f f f+ − + − +=  I  is an identity matrix, ⊗ is the Kronecker product of matrices and A, 

B, C and D are k k×  matrices whose entries are trigonometric coefficients and are specified as follows 

 

1,1 2,1

1,2 2,2

1 2

0

0

1

A

α α
α α

α α

 
 
 =
 
 
  

⋯

⋯

⋮ ⋮ ⋱ ⋮

⋯
,

0,1

0,2

0

0 0

0 0

0 0

B

α
α

α

 
 
 =  
 
  

⋯

⋯

⋮ ⋮ ⋱ ⋮

⋯
,

0 0 0

0 0 0

0 0 0

C

 
 
 =
 
 
 

⋯

⋯

⋮ ⋮ ⋱ ⋮

⋯
,

,1

,2

1 0

0 1

0 0

k

k

k

D

β
β

β

 
 
 =  
 
  

⋯

⋯

⋮ ⋮ ⋱ ⋮

⋯
. 

 

For 2k = as an example, we have 

 

, , ,  

 

3.1 Zero stability 
 

Zero stability is concerned with the stability of the difference system in the limit as h  tends to 0. Thus as

0( 0)h u→ → , TBDF tends to the difference system 

 

1 0w wBY AY +− = ,                                                                 (10) 

 

where A and B are k k×  constant matrices. 
 

TBDF is then zero stable if the roots , 1,2,...,j j kτ = of the first characteristic polynomial ( )σ τ specified 

by [ ]( ) det 0B Aσ τ τ= − = and satisfies 1
j

τ ≤  and for those roots with 1
j

τ =  are simple [20]. From 

our calculations, for each member of TBDF (for different k ), 

( ) ( 1) 0 ( 1, 2 , .. . 1)
k

jk j kσ τ τ τ= − ⇒ = = − .                                        (11) 

Hence, our methods are zero stable. 

 

3.2 Local Truncation Error (LTE) and order of TBDF 

 
Since the TBDF is made up of generalized linear multistep methods with trigonometric coefficients, we 

associate the TBDF with a linear operator defined by 

 

[ ] ( )
1

'

0

( ); ( ) ( ) ( ) ( )
k

w n n k n j n

j

L y x h y x kh h u y x kh u y x jhβ α
−

=

 
= = + − + + + 

 
∑  .        (12) 

 

Assuming that ( )ny x is sufficiently differentiable, expanding with Taylor series expansions of 

( ) , ( )
n n

y x kh y x jh+ +  and '( )ny x kh+  about the point nx  and substituting the coefficients ( )j uα and

( )k uβ   into equations (12), we obtain the algebraic order, the Local Truncation Error as presented below in  

Table 1.  
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Table 1. Local truncation error and order of TBDF 

 

k   LTE Order ( )p   

 

2 

 
( )

( )

3
2 (3)

3
2 (3)

5
( )( ) ( )( )

18

2
( )( ) ( )( )

9

h
D y x D y x

h
D y x D y x

ω

ω

 
− + 
 
 − +  

  

 

2

2

 
 
 

  

 

 

3 

( )

( )

( )

4
(2) 2 (4)

3
(2) 2 (4)

3
(2) 2 (4)

7
( )( ) ( )( )

66

17
( )( ) ( )( )

132

3
( )( ) ( )( )

22

h
D y x D y x

h
D y x D y x

h
D y x D y x

ω

ω

ω

 
+ 

 
 − + 
 
 − + 
 
 

 

 

3

3

3

 
 
 
  

 

 

 

 

 

4 

( )

( )

( )

( )

5
2 (3) (5)

5
2 (3) (5)

5
2 (3) (5)

5
2 (3) (5)

29
( )( ) ( )( )

500

31
( )( ) ( )( )

750

37
( )( ) ( )( )

500

12
( )( ) ( )( )

125

h
D y x D y x

h
D y x D y x

h
D y x D y x

h
D y x D y x

ω

ω

ω

ω

 
− + 
 
 + 
 
 − + 
 
 − +  

 

 

4

4

4

4

 
 
 
 
 
 

 

 

 

Table 1 shows that the TBDF has at least order 1p ≥ . Therefore, we remark that the TBDF (for each k ) is 

consistent.  

 

3.3 Convergence of TBDF  
 
The necessary and sufficient condition for a method to be convergent is that it must be zero stable and 

consistent [21,22]. Since TBDF (for each k  ) is both zero stable and consistent, we, therefore, remark that it 

is convergent.  

 

3.4 Linear stability and region of absolute stability of TBDF  

 

Applying the block method to the test equations 'y yλ= and 
'' 2y yλ= and letting z hλ=  , 

u hω= yields 1 ( , )w wY z u Yσ+ =  , where. The rational function ( , )z uσ is called the stability 

function which is used to determine the stability region of the k − step TBDF.  

 

Definition 3.1 [23]. A region of stability is a region in the z u−  plane throughout which the spectral         

radius ( )( , ) 1z uρ σ ≤   The z u−  stability constructed for TBDF are plotted as presented in Figs. 1-3 

respectively. 
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Fig. 1. The  plot for  TBDF1 Fig. 2. The  plot for  TBDF2 
     

 
 

Fig. 3. The � � � plot for TBDF3 
 

4 Numerical Examples 

 
This section discusses the performance, efficiency, and accuracy of the fourth order TBDF on a variety of 

well-known oscillatory IVPs. The conditions for the numerical comparison with results from existing 

methods in the literature include the accuracy which is measured by the maximum global errors and the 

computational efficiency measured in terms of the number of function evaluation (NFE) required by the 

method. We noted that the methods developed in this paper could be implemented for all values of N. 

However, for the purpose of comparison the N values used in the existing literature were used therein.   

 

Problem 1: Inhomogeneous stiff oscillatory problem  

 

Consider the inhomogeneous stiff oscillatory problem given ' ( sin ) cos , (0) 0y y x x yλ= − − + = with exact 

solution given as ( ) siny x x= . This problem was solved for 
610λ −=  by an order 8 Absolute stable Runge-

Kutta Collocation method (ARKC) in Vigo-Aguiar and Ramos 2007 for 1
, 1(1)2

2n
h n= = − in the interval

[ ]0,10 . The computed and exact solution correct to 20 significant figure is presented in Table 2 while the 

numerical comparison of the maximum absolute error of TBDF with ARKC is given in Table 3.  
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Table 2. Computed and exact solutions of problem 1 

 

 

 Computed solution Exact solution 

 
-0.27941549702122940635 -0.27941549819892587281 

 0.65698659871878299402 0.65698659871878909040 

 -0.35078322768961984811 -0.35078322768961984812 

 -0.31951919362227363990 -0.31951919362227363990 
 

Table 3. Comparison of maximum errors for problem 1 
 

   

    

     

     

     

     
 

It is evident in Table 2 and Figure 4 that TBDF having small error, and fewer number of function evaluation, 

is more accurate and efficient than ARKC of order 8.   

 

Problem 2:  

 

Consider the following first order oscillatory IVP 
'

cos , (0) 1y y x y= =  whose exact solution is given as

( ) exp (s in )y x x= . The computed and exact solution correct to 20 significant figure are presented in Table 4 

while the numerical results of TBDF with 0.5ω =   in comparison with the Fifth order Exponentially-Fitted 

Runge Kutta (EFRK) with six stages in Vanden Berghe et al. are presented in Table 5. 

 

Table 4. Computed and exact solutions of problem 2 
 

 
N Computed solution Exact solution 

230 1.69593806157911153273 1.69593806146894311240 

430 1.69826814056969219873 1.69826814056071872950 

800 1.70815837420424001101 1.70815837420349300866 
 

Table 5. Comparison of maximum errors for problem 2 
 

TBDF EFRK 

N   N(Rejected)   
230   23(5)   
430   43(8)   
800   80(9)   

 

It is clear from Table 3 and Fig. 5 that TBDF a fourth order method shows superiority in terms of accuracy 

and efficiency over a fifth order EFRK in the literature.  
 

Problem 3: Oscillatory Stiff Problem (Sofoluwe et al. [7]) 
 

As our third test, the stiff oscillatory problem  ' 1 0 0 ( s in ) , ( 0 ) 0y y x y= − − =  is considered for step-length 

6 0

π  in the interval 0 2x x≤ ≤   and 1ω =   with the analytical solution of 

sin 0.01 cos exp( 100 )
( )

1 .0001

x x x
y x

− + −=  The computed and exact solution correct to 20 significant figure is 



 
 
 

Abdulganiy; JAMCS, 28(5): 1-14, 2018; Article no.JAMCS.42774 

 

 

 

11 
 

 

presented in Table 6 while the numerical results are compared with the Block Backward Differentiation 

Formula of order 4 (BBDF1) and Block Backward Differentiation Formula of order 5 (BBDF2) of Sofoluwe 

et al. [7] as presented below in Tables 7. 
 

Table 6. Computed and exact solutions of problem 3 
 

TBDF 

 Computed solution Exact solution 

 
0.39756380133844526556 0.39756380133844526556 

 
0.99337727300829392581 0.99337727300829597261 

 0.00999900009999000100 0.00999900009999000100 

 
-0.99337727300829597261 -0.99337727300829597261 

 -0.00999900009999000100 -0.00999900009999000100 
 

Table 7. Comparison of maximum errors with  for Problem 3 
 

 TBDF BBDF1 BBDF2 

N Err NFE N Err NFE N Err NFE 

 
10 2.37E-06 11 10 1.64E-04 11 10 3.69E-03 11 

 
30 2.05E-15 31 30 1.67E-04 31 30 2.37E-04 31 

 60 6.95E-30 61 60 3.81E-07 61 60 6.70E-04 61 

 
90 4.36E-30 91 90 9.05E-05 91 90 2.22E-04 91 

 120 6.50E-31 121 120 4.08E-05 121 120 6.70E-04 121 

 

Although in Table 5 TBDF required the same number of function evaluations with the BBDF1 and BBDF2 

respectively, it is more accurate and efficient than the two methods as shown in Fig. 6. In fact, the accuracy 

of TBDF is at least twice that of the other two methods.  
 

Problem 4: The Cosine Problem  
 

Consider the IVP given by ' 1
2 sin 2 ( cos 2 ), (0) 1y x y x yπ π π= − − − =

∈
 whose solution in closed form is 

given as ( ) cos2y x xπ= . It should be noted that as 0∈→ the equation becomes increasingly stiff. Also, the 

term 2 sin(2 )xπ π− in the equation is treated explicitly and the term ( )c o s 2y xπ− −
∈

 implicitly. This 

problem was considered in the interval 0 10x≤ ≤ for
310−∈=  by Suleiman et al. [8] using New Variable 

Step size Block Backward Differentiation Formula (NVSBBDF) method of order 4 while Musa et al. [8] 

used Variable Step size Superclass Block Backward Differentiation Formula (VSSBBDF) method of order 

5. The results of TBDF for
1

2 , 1, 2 , 3
i

h i
− −= =  are displayed in Table 8 and the comparison with 

NVSBBDF and VSSBBDF as shown in Table 9. 
 

Table 8. Computed and exact solutions of problem 4 

 

TBDF 

N Computed solution Exact solution 

40 -0.00000006527353596669    0.00000000000000000000 

80 -0.70710678118622676515   -0.70710678118654752440 

160 0.38268343236508977198    0.38268343236508977173 
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Table 9. Comparison of maximum errors for problem 4 
 

TBDF NVSBBDF VSBBDF NBDF 

N Err N (Rejected) Err N (Rejected) Err N (Rejected) Err 

40 6.53E-08 66 (1) 5.16E-05 76 (4) 5.25E-05 164 (38) 8.47E-05 

80 3.21E-13 116 (0) 1.54E-06 166 (7) 2.12E-06 319 (70) 3.43E-06 

160 2.47E-19 402 (4) 3.12E-08 476 (19) 4.32E-08 574 (100) 1.33E-07 
 

The results in Table 5 show the superiority of TBDF which is applied with fixed step length in terms of 

accuracy over the NVSBBDF, VSBBDF, and NBDF that are applied in variable step length respectively.  
 

  
 

Fig. 4. Efficiency curve for problem 1 Fig. 5. Efficiency curve for problem 2 
 

 
 

Fig. 6. Efficiency curve for problem 3 
 

5 Conclusion 

 
A family of block backward differentiation methods with trigonometric coefficients is presented in this 

paper for the integration of first-order periodic IVPs. The methods are obtained using multistep collocation 

technique. The stability properties of each member of the family were analyzed. The numerical examples 
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considered showed that the family of TBDF is an accurate and efficient integrator for first-order periodic 

initial value problems.  
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