
 
Asian Journal of Probability and Statistics 
 
3(1): 1-12, 2019; Article no.AJPAS.47064 
 

 
 

 

 

_____________________________________ 

*Corresponding author: E-mail: limingxie2018@gmail.com; 
  
 

Clustering Analysis of the Survey for Mobility Reasons in the 
US 1999-2017 

 
Liming Xie1* 

 
1Department of Statistics, North Dakota State University, Fargo, ND 58108, USA. 

 
Author’s contribution  

 
The sole author designed, analysed, interpreted and prepared the manuscript. 

 
Article Information 

 
DOI: 10.9734/AJPAS/2019/v3i130080 

Editor(s): 
(1) Dr. S. M. Aqil Burney, Department of Computer Science, University of Karachi, Pakistan. 

(2) Dr. Ali Akgül, Professor, Department of Mathematics, Siirt University, Turkey. 
Reviewers: 

(1) Zlatin Zlatev, Trakia University, Bulgaria. 
(2) A. V. Krishna Prasad, Osmania University, India. 

Complete Peer review History: http://www.sdiarticle3.com/review-history/47064 

 
 
 

Received: 11 November 2018 
Accepted: 30 January 2019 

Published: 11 February 2019 
_______________________________________________________________________________ 
 

Abstract 
 

This paper is to estimate the survey for 98000 addresses from 1999-2017 in United States bureau of 
Census by using cluster analysis. The analysis is mainly applied by Approximate Covariance Estimation 
for CLUSTING (ACECLUS), and procedure variables for CLUSTING (VARCLUS) to test some 
important parameters such as average linkage, two-stage density linkage, Cubic Clustering Criterions 
(CCC), R-Square, Ward’s minimum variance techniques, as well as Tree procedure for deeper exploring 
the clusters or variables. After the overall analysis, the results show that there is existence of strong 
covariate correlation for variables X8 and X15 with respond variable Y (Mobility periods). Hence, 
Reason “Retired” from survey data is most important impact on mobility other than the reasons “Wanted 
better neighborhood or less crimes” and “Wanted cheaper housing” that are popular and highly frequent.   
 

 

Keywords: Clustering analysis; mobility; ACECLUS; CCC; R-Squared; Ward’s minimum variance.   
 

1 Introduction  
 

1.1 Background  
 
Mobility is involved an economic, health, neurological, thoughtful, and social activity. It needs move people 

and government have adaptability, versatility, adjustability, and �lexibility	[1,2] .. In the United States, 

Original Research Article 



 
 
 

Xie; AJPAS, 3(1): 1-12, 2019; Article no.AJPAS.47064 
 
 
 

2 
 
 

place of birth has long been an important measure of domestic mobility in the U.S. census	[3]	 	(Long, 
1988). The American population experienced high mobility activity. Each year many people leave their 

original place to live, work, or study at another new  locations	[4]	 ( Frey, 2009). However, although most 
of mobility are individual behaviors, they effect demographics, transportation, and economics, etc. Hence, 
population survey in United States is conducted each ten.years	[5,6]	  This paper is a research based on 
redesigned questions for incomes and health insurance coverage, etc. from a population survey in the United 
States Census Bureau 2017. The improved income questions were implemented using a split panel  

design	[7] .  
  

The Cluster analysis is one of strong practical statistical methods[8] .  It has broadly application to all of 
fields in the world. The Clustering procedure is a hierarchical technique that finds the observations in a SAS 

data set with coordination and Euclidean.distances	[9] . The clustering methods include average linkage, 
the centroid method, complete linkage, density linkage (i.e. Wong’s hybrid, kth-nearest neighbor methods), 
maximum likelihood for mixtures of spherical multivariate normal distributions with equal variances but 
possibly unequal mixing proportions, the flexible-beta method, McQuitty’s similarity analysis, the median 

method, single linkage, two-stage density linkage	[10] , and Ward’s minimum-variance method, etc. These 
methods have corresponding to themselves characteristics based on general agglomerative hierarchical 
clustering procedures. Moreover, every observation or object gets start with one cluster, and then two mutual 
nearest clusters mix to create a new one that substitutes two old clusters. After that, new cluster would be 

reused until only one leaves	[11] .  However, since the CPU time varies over the numbers of observations, 
the cluster procedures are seldomly utilized for large data set. Hence, for these large data set, we should 
apply proc FASTCLUS to be preliminary cluster analysis hierarchically. 
 
However, we might not look the statistical method application based on mobility reasons in the journals or 
magazines. Hence, the author in this paper would like to explore and use some cluster analysis to solve the 
survey data of mobility reason.   
 

1.2 Related Works 
 
Many Researchers and organizations make some statistical analysis for census survey. For example, Ansary, 
et al. thought that “new census towns in the 2011 might be the real driving force for this staggering increase” 

in India	[12]	 . Flippo et al. used a continuum approach to compute the probability for observing a trip that 
arbitrary region and the fluxes between two regions. The finding was that the complex topological feature 
observed in large mobility and transportation networks might be the result of a single stochastic 

process	[13] . Yolanda explored motivations, job satisfaction using qualitative semi-structural interviews 
for a sample of thirty African immigrant workers in Pittsburg metropolitan areas in the United States. The 
result reveals that more people must make direct care work attractive and rewarding for African immigrant 

workers	[14] . Xie, L.M thought that, since time series models have strong application with flexibility, 
adaptability, versatility, adjustability, time series models do fit for all fields including mobility data 

	set	[15] , such as spectral analysis and filtering, ARIMA, and		SARIMA	[16]	, etc. Nawrotzki, et al. used 
theoretical framework to analyze U.S- Mexico bound migration from rural locates. The result showed that a 
decrease in precipitation affect seriously migration life	[17]	. Another Research said that cluster analysis can 

used to perform market research, insurance, and Geology	[18] .  
 

2 Materials and Methods  
 
The data comes from United States Census Government. This survey collected about 98000 addresses. 
Approximately 68000 addresses were selected to receive a set of income questions. It contains mobility 
periods from 1999-2017, the mobility reasons were “Total moves 1 year and over”, “Changing in mental 
status”, “To establish own household”, “Other family reason”, “New job or job transfer”, “To look for work 
or lost job”, “To the closer to work/easier commute”, “Retired”, “Other job related reason”, “Want own 
home, not rent”, “Wanted new or better home/apartment”, “Wanted better neighborhood /less crimes”, 



“Wanted cheaper housing”, “Foreclosure/eviction” , “Other housing reason”,
“Changing of climate” , “Health reasons” , “Natural disaster”, and “Other reasons”. In this paper, I used Y to 
represent mobility periods dependent, the above mobility reasons are replaced by X1
raw data set is shown in Table 1.  Statistical Analysis is used SAS 9.4.
 

Table 1. Raw Data for this paper

2.1 Statistical Analysis 
 
2.1.1Average Linkage  
 
 This linkage is the distance between two clusters that is defined 
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For average linkage, it is mainly measurement of distance between two clusters that the average distance for 
pairs of observations. It joins clusters with small variances, but it has the trend to be biased as creating 
clusters with the same variance (Sokal and Michener, 1958). 
 
2.1.2 Uniform-kernel method  
 
This method is using uniform-kernel density estimates. Suppose c is the value specified for the R=option. If 
a closed sphere centered at point n 
proportion of observations within the sphere divided by the volume of the sphere: 
 

d ( ��, �� = �
�

�
�

�

�(��)
+

�

���

				∞																					

Xie; AJPAS, 3(1): 1-12, 2019; Article no.

“Wanted cheaper housing”, “Foreclosure/eviction” , “Other housing reason”, To altered or leave college” , 
“Changing of climate” , “Health reasons” , “Natural disaster”, and “Other reasons”. In this paper, I used Y to 
represent mobility periods dependent, the above mobility reasons are replaced by X1-X20, respectively. the 

ta set is shown in Table 1.  Statistical Analysis is used SAS 9.4. 

Table 1. Raw Data for this paper 
 

 

This linkage is the distance between two clusters that is defined by��� = ��� 

�, ��)                                                                                      

, we can obtain: 

��

��
                                                                                       

Hence, we can obtain the following formula:  

                                                                                                             

For average linkage, it is mainly measurement of distance between two clusters that the average distance for 
pairs of observations. It joins clusters with small variances, but it has the trend to be biased as creating 

he same variance (Sokal and Michener, 1958).  

kernel density estimates. Suppose c is the value specified for the R=option. If 
 with radius c. Then, for the estimated density at n, f (n),

proportion of observations within the sphere divided by the volume of the sphere:  

�

����
� 																						if	�(��, ��)≤ �

															Otherwise																												

�                                             

 
 
 

; Article no.AJPAS.47064 
 
 
 

3 
 
 

To altered or leave college” , 
“Changing of climate” , “Health reasons” , “Natural disaster”, and “Other reasons”. In this paper, I used Y to 

X20, respectively. the 
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For average linkage, it is mainly measurement of distance between two clusters that the average distance for 
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n, f (n), it has the 

                                                        (4)     



 
 
 

Xie; AJPAS, 3(1): 1-12, 2019; Article no.AJPAS.47064 
 
 
 

4 
 
 

 2.1.3 Two-stage density linkage  
 
Before all the points in the tails have clustered, this technique is used to merge the model clusters. The 
CLUSTER procedure in SAS is applied to display the same three varieties of two-stage density linkage as of 
ordinary density linkage, that is, kth-nearest neighbor, uniform kernel, and hybrid. (1) when disjoint model 
clusters are created, the algorithm is used as the single linkage algorithm. Finally, each point becomes one 
modal cluster. (2) single linkage joins the modal clusters hierarchically, as there are wide gaps between the 
clusters or small parameter, the final number of clusters often exceed one. 
 
The TREE procedure plots a tree as every stage creates. For the second stage, In the proc Tree statement we 
can use the option HEIGHT=mode to obtain the tree. In addition, we could form a single tree diagram 
including two stages having the number of clusters at the height axis. Two-stage density was introduced by 
W.S. Sarle of SAS Institute Inc.  
 
2.1.4 Ward’s minimum-variance method  
 
This is a method that measure the distance between two clusters and it is defined as:  
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When d (f, g) = 
�

�
||� − �||�	,  we can obtain the following equation:   
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Ward’s minimum-variance method measures the distance between two clusters. The distance represents that 
the analysis of variance sum of squares between the two clusters is over all the variables. The within-cluster 
sum of squares makes the minimum over all partitions received by merging two clusters from the former 
generation. When the two clusters are divided by the total sum of squares to give proportions of variance, the 
sum of squares displays the values of them.  
 
There are some conditions for Ward’s method that joins clusters to maximize the likelihood at every level of 
the hierarchy: (1) Multivariate normal mixture (2) equates spherical covariance matrices, (3) equate 
sampling probabilities. 
 

3 Results  
 
Estimation of mobility is aligning of data analytics. The author thinks that using cluster analysis can 
understand a quick overview of data, master characteristics of groups in data, measure the similarity of 
variables in data, ordinate the deeper relationships, and enrich the ordination plots, etc. This paper is mainly 
applied Hierarchical clustering, fuzzy clustering, or division clustering by using SAS 9.4. I would to 
determine whether mobility figures for the variable “Want better neighborhood or less crimes”, variable 
“Wanted cheaper housing” and other variables can be used to determine specific types or categories in 
reasons of mobility in the United States 1999 to 2017. So, the author uses a cluster analysis to confirm 
whether the observations might be incorporated to groups provided by the data.          
 
The following plot is a kind of scatter figure that reflects variable 12 and its specific periods.   The following 
is the plot that shows the relationship between the reason of mobility for “Wanted better neighborhood and 
less crimes” with their periods. It suggests the difficulty of dividing the points into clusters. Plots of the other 
variables (not shown) show similar properties. The clusters that comprise these data might poorly separate 
and elongated. Hence, it is necessary for the figure of the data with poorly separated or elongated clusters to 
be transformed.  
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Fig. 1. Plot for X12 (Wanted better neighborhood and less crimes) with their periods 

Table 2. Cluster Analysis using ACECLUS by X1*X12 
 

Approximate Covariance Estimation for Cluster Analysis 
Means and Standard Deviations 

Variable Mean Standard Deviation  
X1 38041.6 2631.1 
X2 2261.4 376.1 
X3 4824.7 475.0 
X4 4824.7 546.0 
X5 3614.5 473.6 
X6 754.9 157.0 
X7 1699.4 343.8 
X8 205.7 72.2825 
X9 729.2 370.3 
X10 2800.1 1034.8 
X11 6492.9 1159.6 
X12 1508.7 336.6 
X13 2942.2 552.7 
X14 172.9 257.2 
X15 3901.9 945.9 
X16 842.7 375.1 
X17 180.9 92.9591 
X18 450.6 188.3 
X19 71.3684 153.8 
X20 1066.7 491.9 
Variables      20  Proportion     0.0600 Converge   0.00100 

 
When we know the within-cluster covariance, I could transform the data to make the clusters spherical.  
However, we do not understand what the clusters are, so, the ACECLUS (Approximate Covariance 
Estimation for CLUSTERING) technique is used to estimate the within-cluster covariance matrix to 
transform the data.  In Table 1. It is output of cluster analysis for the relationship between the reason of 
mobility that wanted better neighborhood and less crimes and total moves one year and over. The setting for 
the Proportion and Converge options. The Proportion option indicates set at 0.06, the CONVERGE 
parameter is set at default of 0.001. The result shows that 1508.7 of the mean and 336.6 of standard 
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deviation, but the value of standard deviation for X8 is the lowest among the all of variables. So, X8 is 
significant one. 
 
The ACECLUS procedure is to get approximate estimates of the pooled within-cluster covariance matrix if 
the clusters area is assumed to be multivariate normal with equal covariance matrices. The type of matrix 
used for the initial within-cluster covariance estimate is the following Table 3. In this case, that initial 
estimate is the diagonal covariance matrix. The threshold value that corresponds to 1.039077. 

 

Table 3. Table of Iteration History from the ACECLUS Procedure 
 

         Initial Within-Cluster Covariance Estimate =Diagonal Covariance Matrix 
Iteration  RMS Distance  Distance Cutoff Pairs within Cutoff Convergence measure  
1 6.325 6.572 90.000 0.243668 
2 7.117 7.396 117.0 0.175394 
3 29.313 30.458 136.0 0.117912 
4 27.769 28.854 136.0 0.000000 
                     Threshold=1.039077                                         Algorithm converged.                       

 

The Table 3 indicates results that test root mean square (RMS) distance between all pairs of observations, 
distance cutoff for including pairs of observations in the estimate of within-cluster covariances (that is, 
RMS*Threshold), number of pairs within the cutoff, and convergence measure from S2, Supplementary file). 
 

Table 4. Approximate covariance estimation for cluster analysis with eigenvalues of ACE* 
COV_ACE) (X1*X13) 

 

Eigenvalues of Inv (ACE)*(COV-ACE) 
 Eigenvalue Difference  Proportion Cumulative 
1 294842 22.3915 0.9146 0.9146 
2 7.0927 7.2038 0.9146 0.9146 
3 -0.1111 8.5E-14 -0.00345 1.1312 
4 -0.1111 1.08E-14 -0.00345 1.1278 
5 -0.1111 7.22E-15 -0.00345 1.1174 
6 -0.1111 3.11E-15 -0.00345 1.1209 
7 -0.1111 2E-15 -0.00345 1.1174 
8 -0.1111 2.44E-15 -0.00345 1.1140 
9 -0.1111 2E-15 -0.00345 1.1105 
10 -0.1111 7.77E-16 -0.00345 1.1071 
11 -0.1111 1.89E-15 -0.00345 1.1037 
12 -0.1111 6.66E-15 -0.00345 1.1002 
13 -0.1111 9.77E-15 -0.00345 1.0968 
14 -0.1111 6.22E-15 -0.00345 1.0933 
15 -0.1111 4.32E-14 -0.00345 1.0899 
16 -0.1111 0.1522 -0.00345 1.0864 
17 -0.2633 0.2591 -0.00817 1.0782 
18 -0.5224 0.4776 -0.0162 1.0620 
19 -1.0000 3.23E-13 -0.0310 1.0310 
20 -1.0000  -0.0310 1.0000 

ACE: Approximate Covariance Estimate Within Clusters 
  X1 X2  X12 X13 
X1  7402599 913311.250 512071.000 -888621.688 
X2 913311.250 157746.618 74764.004 -75147.629 
X12 512071.000 74764.004 107786.154 -15241.654 
X13 -888621.688 -75147.629 -15241.654 333951.154 

 

The Table 4 shows that the approximate within-cluster covariate matrix and the eigenvalues from the 
canonical analysis. In the first column of the table listed for the eigenvalues of Inv (ACE)*(COV-ACE), the 
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next column of the table is the eigenvalues includes numbers for the eigenvectors, which see S3, 
Supplementary file). In other three columns for Eigenvalues of Inv (ACE)*(COV-ACE), it shows that the 
relative size and importance of the eigenvalues. “Difference” is defined as the region between each 
eigenvalue and its successor. The other two express the individual and cumulative proportions in which each 
eigenvalue is assigned to the total sum of eigenvalues. 
 

Table 5. Cluster Analysis 
 

Ward’s Minimum Variance Cluster Analysis 
Number of 
clusters  

Clusters 
Joined 

Freq Semipartial 
R-Square  

R-
square 

Approximate 
expected R-
square 

Cubic 
clustering 
criterion   

Pseudo F 
statistic  

Pseudo 
t-
squared  

 

18 14-15 
13-14 

 2 0.0000 1.00 . . 6E4 .  

17 02-
03_40093 
00-01 

 2 0.0000 1.00 . . 4902 .  

16 08-09 
99-00 

 2 0.0000 1.00 . . 3625 .  

15 04-05 
01-02 

 2 0.0000 1.00 . . 2422 .  

14 09-10 
CL17 

 3 0.0001 1.00 . . 1718   4.3  

13 07-08 
05-06 

 2 0.0001 1.00 . . 1369 .  

12 CL16  
03-04 

3 0.0002 .999 . . 1101   7.2  

11 15-16 
12-13 

2 0.0004 .999 . . 824 .  

10 CL15 
89-99 

3 0.0005 .999 . . 669   8.3  

 9 CL11 
CL18 

4 0.0018 .997 . . 376   9.3  

 8 CL12 
CL13 

5 0.0049 .992 . . 190 38.1  

 7 16-
17_34902 
CL9 

5 0.0053 .986 . . 146   7.2  

 6 11-12 
10-11 

2 0.0055 .981 . . 134 .  

 5 CL14  
CL10 

6 0.0059 .975 . . 137 32.8  

 4 CL8 
06-07 

6 0.0391 .936 . . 73.1 29.8  

 3 CL7 
CL6 

7 0.0410 .895 .918 -.83 68.2 15.7  

 2 CL5 
CL4 

12 0.1207 .774 .781 -.12 58.3 23..7  

 1 CL3  
CL2 

19 0.7743 .000 .000 .00 .  58.3  

Eigenvalue   113297.871                     Proportion   1.0000                   Cumulative    1.0000 
Root-Mean-Square Total-Sample Standard Deviation                         336.5975         
Root-Mean-Square Distance Between Observations                            476.0207 
 
Table 5 is a plot that is applied Ward’s minimum variance method to the data. The distance between two 
clusters is the analysis of variance sum of squares between the two clusters added up over all the variables. 
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For each generation, the within-cluster sum of squares does have minimized values over all partition 
obtained by merging two clusters from the previous generation. The sums of squares are popular to explain 
as they are divided by the total sum of squares to give proportions of variance. This method involves clusters 
to maximize the likelihood at each level of the hierarchy under some conditions: Multivariate normal 
mixture; equal spherical covariance matrices; equal sampling probabilities, etc. However, Ward technique 
may enter clusters for small numbers of observations, and it is biased toward generating clusters for roughly 
the same number of observations. Also, it is sensitive to outlines (Milligan, 1980). 
 

 
 

Fig. 2. Tree diagram of clusters versus R-Squares 
 

 
 

Fig. 3. Dendrogram of single-linage Euclidean distance based on cluster solutions 
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Fig. 4. The plot of oblique centroid component clustering for proportion of variance and 
numbers of variable cluster 

 

 
            

Fig. 5. Cluster Analysis. It shows that two model clusters are formed. 
 
To test if the parameters are coordinated with the data, I use proc CLUSTER. Because the output can check 
the estimators: (1) the eigenvalues of the correlation or covariance matrix; (2) the difference between 
successive eigenvalues; (3) the proportion of variance interpreted by each eigenvalue; (4) the cumulative 
proportion of variance interpreted; (5) the Root-Mean-Square Distance between observations; (6) the mean 
distance between observations. On the other hand, proc CLUSTER can also show that: (1) the number of 
Cluster; (2) the names of the Cluster jointed. The observations are identified by OB,n (n, the observation 
numbers); (3) the number of observations in the new cluster, frequency of new cluster or Freq. But, if we 
want to see if the data joint into two clusters, semipartial R-Squared (SPRSQ) that this equals the between 
cluster sum of squares divided by the corrected total sum of squares, we should use Method=average or 
centroid. Therefore, we obtain the following results: a. the decrease in the proportion of variance accounted 
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for resulting from S1(Supplementary S1) jointing the two clusters, semipartial R-Squired (SPRSQ), which 
does equate the between cluster sum of square divided by the corrected total sum of squares; b. the squared 
multiple correlation, R-Squared (RSQ), ��	is the proportion of variance explained by the clusters. Testing 
data coordination using CCC (Cubic Cluster Criterion) has the important output: (1) Approximate Expected 
R-Squared, which is the approximation expectation value of R^2 under the uniform null hypothesis; (2) the 
value outputs of CCC. Sometimes, the values of CCC and approximation expected R^2 might missing 
values if the number of clusters are larger than one-fifth the number of observations. For PSEUDO option, it 
does mainly exhibit: a. Pseudo F (PSE) that is the pseudo F statistic measuring the separation among all the 
clusters at the current level. b. Pseudo t^2(PST2) in which pseudo t^2statistic testing the separation between 
the two clusters most recently involved. Form the Table 5, CL6 and CL7 are better for comprehensive 
estimators, and then CL5 and CL4. But, the CCC and pseudo F statistics are not appropriate for use with 
single linkage because of the method’s tendency to shop off tails of distributions. The pseudo t^2statistic 
would be applied by looking for bigger values and getting the number of clusters to be one larger than the 
level at which the bigger pseudo t^2 value is listed. Therefore, level 8 is largest, which suggests13 cluster, 
although we cannot look for where local peak CCC is. 
 
For ��, we know that it estimates if our models are appropriate for the data.it demines how much of the total 
variation in dependent variable. However, 	��	represents the differences between 2 clusters, but, at the 
beginning, the clustering process all entries are their own cluster, so, the ��is 1. However, more clusters are 
combined with the decreasing value of ��. Theoretically, the value of ��is closed to be zero. The above plot, 
we see out that the group of clusters from 2002 to 2007 combines with the clusters from 2010 through 2016, 
��	at the final stage are closed to 0.  
 
Clearly, the above dendrogram displays that, at height about 4, a horizontal line segment joins two or two 
more variables X9 and X19, X8 and X15, and so on. In addition, we can find that the all of variables are 
contained. But, some variables do not change place without making shift of the clustering structures.  
 
Looking from left to right in the above diagram, objects and clusters are progressively joins and becomes the 
single, all-encompassing clatter is created at the right for root. Clusters present in each level of the diagram. 
Every vertical line connects leaves and branches into progressively bigger clusters. The horizontal axis of 
the above dendrogram expresses the distance of the proportion of variance explained. For example, at 
approximately 0.5 of the proportion there are some variables or clusters (X1, X2, X4, X6, X10-X12, X16-
X18, and X20) join (fusion) by splitting horizontal lines into two horizontal lines. The horizontal position of 
the split that are shown by the short vertical bar, which gives the distance between two or more clusters. 
Hence, combining X8, X15 with X9 and X19 suggests that there is significant for the data.  
 
For two-stage Density Linkage, the model clusters often need to merge before all the points in the tails have 
clustered. In the CLUSTER procedure the same the model clusters of two-stage density linkage as of 
ordinary density linkage: k-th nearest neighbor, uniform kernel and hybrid are displayed. For the first stage, 
generating disjoint model clusters, and then computing the single linkage algorithm ordinary with density 
linkage except for, two clusters are involved when one of two clusters has fewer members than the number 
specified by the option “MODE”. Finally, each point joints to one model cluster. For second stage, the 
model clusters are hierarchically formed by single linkage. When there are wide gaps between the clusters, 
the final number of clusters might be more one or if the smoothing parameter is small. 
 
For the TREE procedure, the tree is plotted in the first stage, and then using HEIGHT in the proc Tree 
statement. In addition, we could make a single tree diagram for both stages, Hence, in the tree procedure, 
there are two model clusters set up in Fig. 5: variables X13 and X15 have combined with X17.      
 

4 Conclusion 
 
Cluster analysis reflects hierarchically clusters for the observations. There are many methods such as 
average linkage, the centroid, complete linkage, density, and maximum likelihood, and so on. These 
methods should be based on the usual agglomerative hierarchical clustering procedures. This paper is mainly 
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to apply average, single linkages, two-stage density linkage, and Ward’s minimum-variance methods to 
analyze the mobility reasons. Since the variables in the data set do not have same as variance, I use some 
form of transformation to standardize the variables to mean zero and variance one. Moreover, I also apply 
proc ACECLUS procedure to transform the data in order to make within-cluster covariance matrix to be 
spherical. After using the above methods, the results show that, “Retired” reason in all the mobility reasons 
is significant, secondly, “Other housing reason” is more popular. But two reasons “Wanted better 
neighborhood or less crimes” and “Wanted cheaper housing”, that most people should make the decision of 
mobility, are not supported by this paper and the outputs of the data.  
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